
Compiler Frameworks and Co-design Methodologies for Heterogeneous Systems-on-
Chip 

This special issue aims to provide the targeted readers with the new advances and challenges 
in the area of compiler frameworks, hardware/software methodologies, and related tools to aid 
the design of complex heterogeneous systems. 

To face the new challenges of the post-Moore era, the industry started moving from IC scaling 
to system scaling, introducing heterogeneous architectures as a strategy to limit the cost per 
function and boost energy efficiency. Nowadays, the increasing demand for performance and 
energy efficiency has motivated the adoption of heterogeneous platforms in several computing 
domains, from high-performance computing (HPC) to embedded systems. Heterogeneous 
systems-on-chip combine diverse processing elements, such as general-purpose processors 
(GPP), graphics processor units (GPU), digital signal processors (DSP), field-programmable 
gate arrays (FPGA), and many application-specific hardware accelerators. The real challenge 
of heterogeneous computing consists of identifying application tasks that can benefit from 
appropriate optimizations and selecting the best target processing units for those tasks. In real 
use cases, the programming complexity required to orchestrate task distribution may raise a 
significant barrier to the widespread adoption of heterogeneous architectures. Another major 
challenge is to ensure software portability across the growing variety of heterogeneous 
architectures. 

Considering the described scenario, to fully exploit the power of these platforms and overcome 
the limits of conventional architectures, system and application designers need new tools and 
methodologies to address the increasing hardware/software complexity and achieve high 
productivity. In recent years, driven by the great momentum of domain-specific architectures 
(e.g., machine learning accelerators), compiler infrastructures and co-design frameworks for 
heterogeneous computing have represented an attractive topic for many scientific 
publications. The current efforts in the research area of compilation toolchains aim at 
facilitating the code optimization at different levels of abstraction, promoting approaches based 
on hardware/software co-design in diverse application domains. In the context of end-to-end 
frameworks, the introduction of specialized hardware units is pushing for the adoption of new 
methodologies (e.g., mixed-precision techniques) that make even more challenging the full 
exploitation of available resources. 

Relevant topics for this call include, but are not limited to, the following: 

- Compiler frameworks and co-design workflows for heterogeneous hardware 
- End-to-end frameworks targeting heterogeneous specialized units 
- Application-specific co-design methodologies for heterogeneous platforms 
- Synergistic HW/SW techniques to promote parallelism in heterogeneous computing 
- Novel programming paradigms to promote heterogeneous design 
- Source-to-source translation and (semi-)automatic code generation for 

heterogeneous architectures 
- Methodologies to improve software portability across heterogeneous targets 
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PROPOSED TIMELINE 
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- Notification of Final Acceptance: March 31, 2021 
- Publication Materials for Final Manuscripts Due: April 10, 2021 
- Publication: May 2021 


